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1. Introduction 

We summarize in this paper some of the issues raised, opinions voiced, and 
ideas put forth at the eponymous panel discussion, for which we served as mod-
erators. The panelists were Gary Dell, Jeri Jaeger, Stefanie Shattuck-Hufnagel 
and Joe Stemberger, whom we would like to thank for their contributions, and 
there was considerable audience participation as well. For practical reasons we 
do not attempt to attribute comments, nor to preserve the sequence of topics dis-
cussed. For further discussion of some of the issues touched upon herein, see 
also Shattuck-Hufnagel 2007. 

1.1 Historical background 
Much of the early work relating speech errors (and thus language production) to 
linguistic structure was based largely or entirely on corpora of naturally-occur-
ring slips that were written down by researchers in the course of their daily ac-
tivities. Many large corpora consisting of thousands of slips each were amassed 
in the 1970s and 1980s. It did not take long for psycholinguists to be aware of 
the potential problem of observer bias in these corpora: What if the errors that 
people write down are a non-random sample of all the actually occurring errors? 
What if certain error types are systematically over- or under-represented? One 
way of addressing this problem was to develop experimental techniques for elic-
iting particular kinds of slips; these of course raise their own issues of ecological 
validity. Nonetheless, one could at least ask to what extent the patterns in elic-
ited vs. corpus-based slip data were consistent with each other, and a few such 
comparisons were reported on, though they unfortunately did not agree on the 
answer to this question. (From today’s perspective it seems likely that the an-
swer might differ depending on the specific empirical issue of interest: for in-
stance, the relative frequencies of different slip types might be expected to show 
more task dependency than the degree of similarity between units involved in a 
particular slip type.) 
 In the 1990s and 2000s, language production research adopted a widening 
range of methods. However, many researchers still believe that speech error data 
provide unique and crucial insights into the workings of the production system, 
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at least in principle. In addition, even if we could be certain that elicited errors 
perfectly mirror spontaneous errors, there are many types of slips for which no 
elicitation paradigm has been developed, and prospects for these may be slim 
(e.g. shifts, blends, multi-word errors, etc.). Furthermore, slips produced by 
populations such as children or people with language disorders arguably are not 
amenable to study by (m)any of the alternative methods applicable to the typical 
adult population. 
 One solution that ought to allow a return to the use of spontaneous errors 
is to cull them from extended passages of recorded speech, carefully transcribed 
by multiple researchers during repeated listenings. There remain some problems 
in principle with this method, such as the fact that some slips might go unno-
ticed even on repeated listenings although they are perceptible, and other slips 
that might have been detectable in face-to-face conversation may not be percep-
tible or identifiable from recordings due to reduced access to relevant context.1 
(For example, unless you restrict yourself to recordings of speech situations you 
yourself participated in, your chances of knowing what the speaker intended to 
say will on the whole be reduced.) Also, the opportunity of asking a speaker 
what he or she meant to say is obviously lost. (For further discussion of these 
and related issues, see Cutler 1982a; MacKay and Kempler 1984.) What most 
people seem to perceive as the bigger problem with transcription from record-
ings, however, is that it is extraordinarily time-consuming and hence expensive, 
owing in part to the sparseness of slips, particularly in the sort of speech for 
which it is easiest to find high-quality recordings (TV and radio broadcasts, for 
example).  
 Where does this leave us? Specifically, are corpora of spontaneously-ob-
served errors still useful in language production research? The above considera-
tions lead us to think that they are, though this point is evidently at least a little 
controversial.  

1.2 Motivation 
In this milieu, the idea for this panel arose from a very practical concern: What 
should be done with the UCLA Speech Error Corpus (UCLASEC), which con-
tains about 3,000 errors (collected mainly by Vicki Fromkin), once the software 
that had been set up to manipulate it as a database was no longer supported on 
current-generation computer hardware? Since people continue to request copies 
of the corpus, converting it to a modern, platform-independent form seemed ap-
propriate, so using the World Wide Web was the obvious approach. The ques-
tion then arose as to whether the goal should simply be to duplicate the contents 
and functionality of the previous database system, or whether this might be an 
opportunity to make improvements of some sort. Going to such effort seemed 
more appealing if it could yield benefits beyond just this one corpus. Given the 
existence of at least a handful of slip corpora of similar size at other institutions, 
could a system be designed that would, after a manageable amount of conver-
sion effort, be able to store and search these other corpora in a uniform way, ef-

                                                             
1 Recordings also fare no better in general than spontaneous corpora or traditional elicita-
tion data with regard to “errors” that are not acoustically detectable (by the human ear or 
at all); these seem to call for special (phonetic) experiments in any case. 
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fectively creating a super-corpus that might open up new research possibilities? 
(The CHILDES Database (MacWhinney 2000) was an obvious inspiration.) 
 This is the context in which many of the issues discussed below originally 
arose. It was not known whether the research community would see value and 
viability in centralizing and standardizing the various corpora of speech errors 
that are in (or could be placed in) the public domain, and making them search-
able via a uniform web-based interface. Even so, there would be at least two 
fairly clear benefits. One would be to open up the use of speech error data to a 
much broader research (and teaching) community, i.e., anyone with access to the 
Web. Another would be to mitigate methodological concerns about bias and lack 
of representativeness in existing individual corpora, to the extent that different 
collectors have different biases that could average out. But would it be worth the 
effort, and if so, how should it be done? 

2. What to do with existing speech error corpora 

In preparing for the panel we laid out for discussion a number of issues that 
would need to be addressed before embarking on the project envisioned above. 
Not all of these were actually discussed in the 90-minute session, but we felt 
some of them were still worth thinking about, so they are preserved here. As a 
result, in what follows there will be numerous questions to which no answers are 
suggested. We have also interjected some of our own responses that we did not 
voice during the panel. Finally, we acknowledge that helpful and provocative 
things were said by many people in the room that, for various reasons, are not 
mentioned here. 

2.1 How ambitious should we be? 
The central question driving the discussion was: What is the best way to take 
advantage of all the effort that has already been put into amassing corpora of 
spontaneous speech errors? One possible answer is that nothing needs to be 
done: people who want to use the corpora are finding ways to do so (as wit-
nessed by the corpus-derived results in several of the papers in this volume), and 
there is no pressing demand to make them more accessible or improve their 
functionality. Although it may be true that there are no hoards knocking at the 
doors of corpus-holders clamoring for access to the data, this may reflect a 
chicken-and-egg situation. The common assumption may be that the corpora are 
too difficult to use, even if their owners are willing to share them—perhaps they 
are still stored on index cards, or they are completely uncoded, etc., so that there 
would be no point in looking at them.  
 A different answer to the question could be this: Today’s technology 
would allow many more people to take advantage of these resources than are 
currently doing so, if someone is willing to invest even just a little effort. For 
example, might it be useful to simply take all corpora that are in computer files, 
make those files downloadable over the web, and create a central website (“Slip 
Central”?2) with labeled links to all the download sites. It would be up to the 
user to deal with whatever format a given corpus happens to be in, something 
                                                             
2 For those who prefer acronyms we offer ROSEC—“Registry of Speech Error Corpora.” 
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that its provider could choose to provide help with or not (e.g. by way of a list of 
data fields, coding conventions, etc.). 
 From this rudimentary concept, one can envision various degrees of 
elaboration. For example, add to the above a summary chart on Slip Central list-
ing such information as which language(s) the errors are in, how many there are, 
whether they were restricted to a particular type (e.g. only phonological ones), 
who the speakers are (native/nonnative, adults/children/clinical populations), 
how the observations were gathered (all by the same observer vs. from students 
as part of a class assignment), and so on. This remains within the bounds of a 
model on which the corpus holders are fully responsible for what is actually 
available to users, and Slip Central merely serves the function of helping users 
find corpora that may be of interest to them. In the discussion, the majority opin-
ion seemed to be that this was worth doing.3 
 A much more ambitious approach would be for Slip Central to impose 
some requirements on the corpora that it lists, such that users who have figured 
out how to use one corpus for their purposes can transfer some of that knowl-
edge to another corpus. Minimally this might consist of agreeing on a file type 
(ASCII text, SQL, XML, or something else), which would obviously have im-
plications for the way errors would be laid out in these files (e.g., a row of a 
spreadsheet represents one error, the columns represent different pieces of in-
formation about it; or delimited text with unique identifiers for the start and end 
of each error, etc.). The next step would be to agree on the format in which cer-
tain descriptive information would appear for each error (e.g., erroneous mate-
rial is boldfaced, Unicode IPA is used for any transcriptions, …). Since software 
already exists for converting between various ways of representing data-
base/spreadsheet contents, getting this far might still not require much manual 
labor—some scripts might need to be written to automate the conversion proc-
ess. 
 Going further, one might try to standardize some of the contents, not just 
the format, of the corpora. A model that was suggested for this approach is the 
CHILDES Database, in which all contributed corpora must follow a standard, 
computer-enforced scheme for coding the large variety of types of information 
that can be included in them. This has allowed for the development of a general 
set of software routines for manipulating and analyzing any corpus in this for-
mat. The sentiment at the workshop seemed to be that this was probably not fea-
sible in the domain of speech errors, for two basic reasons: it would be impossi-
ble to agree on what the standard format should be, and it would require too 
much work to convert existing corpora from their current form to some new 
scheme. (On the latter point, hopes for creating automated conversion algo-
rithms, even if they were unique to a particular existing corpus, did not seem 
bright.) 
 Nevertheless, let us play out this fantasy one episode further. On analogy 
to what LDC provides for searching the Treebank corpus (Marcus, Santorini and 
Marcinkiewicz 1993), if corpora were standardized as above we could in princi-
ple gather (shadow copies of) them at the Slip Central site and build a search in-
                                                             
3 We are putting aside the issue of what to do with corpora that have not been put on 
computer in any form—presumably the motivation (and the funding) for this huge task 
would have to stem from one’s own research goals. 
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terface that could be used from a web browser (using pull-down menus etc.) to 
search all of them at once (or a specified subset, e.g. all those in a given lan-
guage), effectively creating a mega-corpus at least an order of magnitude larger 
than any that now exist. 

2.2 Potential obstacles 
 Even the least ambitious program discussed in this section presupposes 
the willingness of those who currently control slip corpora to make them pub-
licly accessible (as UCLASEC has been). Is this likely? Two obvious kinds of 
hindrance may arise. First, researchers may feel that their corpus is “not ready 
for prime time,” that is, they don’t want to make it public without fix-
ing/cleaning it up in certain respects, and who knows when they will get around 
to doing so. Second, they may be hesitant to share a resource that cost them con-
siderable time, money and effort to create and which provides them with unique 
research/publication opportunities. Participants in the discussion felt that neither 
of these should be allowed to prevent most corpora from being put in the public 
domain. Experience suggests that access to an imperfect corpus is still much 
more useful for research than no access at all (particularly if the nature of the 
flaws is known and can be documented). As for proprietary inclinations, the per-
ception is that there is considerable moral pressure on researchers who use re-
sources such as CHILDES to contribute their own data in return, possibly after a 
relatively short period during which the corpus collector gets first crack at it. 
 There may also be legal and ethical concerns. It was noted that there is a 
problem with corpora that have been published in books, where the publisher 
may hold the copyright and not be willing to allow an electronic version to be 
freely distributed. There was some discussion about whether making any spon-
taneous speech errors publicly accessible would violate privacy laws or confi-
dentiality requirements or would require consent from the original speaker, 
given that what one says by its nature often includes self-identifying informa-
tion. Many people believed that spontaneous slips are drawn from publicly ob-
servable behavior and therefore not subject to these requirements, while others 
wondered whether it was reasonable to claim that any time someone can hear 
another person talk that person is publicly observable. It was also pointed out 
that speech collected from clinical populations might be subject to unique re-
strictions. 

2.3 What could be the common format? 
Considerable discussion was devoted to the issue of how different researcher’s 
corpora could be standardized so that, for example, one could do an automated 
search for all the blend errors in all the English corpora. The conclusion was that 
this is impossible, for two reasons: people do not agree on what information 
should be in an error record, and they do not agree on how to code errors for 
purposes of analysis. 
 Above we spoke as if a core set of descriptive parameters would clearly 
be agreeable to everyone, but even that seems not to be true. For example, isn’t 
it simple enough to say that every record should contain one field for what was 
actually uttered and one field for what was intended to be uttered? Points of con-
tention arise already here: What if there are two possibilities for what was in-
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tended—to what extent will the values of other fields depend on which one is 
assumed, and how will each set of values be linked to just one of the targets? 
Does this require two separate records? If so, how do we represent the fact that 
these were not two separately-produced errors? We need to do so in such a way 
that when we write routines to count errors they do not count this one twice. 
(Similar issues arise when a speaker produces more than one incorrect version of 
the target, but then it is not obvious whether this utterance should count as con-
taining one error or two.) What if part of the target could not be determined at 
all—should such errors be specially flagged? Should they be omitted from the 
database? Should we record a distinction between errors in which the target was 
determined from the speaker’s own self-correction versus those where it was 
merely inferred by the listener (the latter assumed to be less reliable)? All this, 
and we are still dealing with the two most “straightforward” descriptive data 
fields! 
 With some pieces of descriptive information it would be fairly easy to say 
that if anyone wants to include it in the common format there will be a field for 
it,4 but researchers who did not record that information with their slips are free 
to leave it blank. This could include things such as who the speaker was, who 
observed the error, the date, the linguistic nature of the situation, and so on, 
though a given researcher might actually consider one of these pieces of infor-
mation vital and wish to ignore errors for which it is unavailable. An alternative 
is simply to have a “Comments” field of effectively unlimited size where the re-
searcher can record any of this information that they wish to. This makes life 
easier for everyone except the person who someday wants to partition the cor-
pora based on one of these criteria; e.g., it could be interesting to compare the 
distribution of error types among all errors observed by, say Vicki Fromkin ver-
sus those observed by Merrill Garrett (both are well-attested in the current 
UCLASEC database), to check for idiosyncratic biases in which errors they took 
note of. 
 All of these problems pale in comparison to those involving precisely the 
aspect of the corpora that makes them prima facie most appealing to the research 
community: the classification of the errors. We may well be able to reach 
agreement on what the set of possible error types is; the problem arises in speci-
fying criteria for being of a particular type. Panel members noted that they have 
written multi-page guidelines to try to keep this consistent within their own cor-
pora, but certainly the community will not agree on one set of guidelines for 
everyone—how to classify an error depends to some extent on your (implicit or 
explicit) theory of precisely how errors arise, as well as how you intend to use 
the corpus. 
 A lot of discussion on the panel centered on the issue of how to treat er-
rors that have more than one possible analysis—ambiguous errors. Here a diver-
sity of approaches was apparent. In some cases, new error categories have been 
created just for situations that would otherwise have alternate analyses, e.g. the 
situation where a target slips in a context that is both preceded and followed by 
                                                             
4 The ensuing plethora of data fields can become unwieldy and complicate search inter-
faces, however. This is evident in the UCLASEC system, which has about 70 fields—
they cannot all usefully be displayed on a computer screen at one time, a source of ongo-
ing frustration for both users and programmers. 
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something relevantly similar to the erroneous output (i.e., an anticipation/ per-
severation). This might embody a theoretical claim that the combination of the 
two contextual influences is more than just the sum of each individual one. In 
other situations where two analyses are in principle possible, researchers include 
in their coding guidelines a rule dictating which one analysis should be used. For 
example, in sound errors a great many cases where a single phoneme is affected 
could also be described as one phonological feature changing. Many researchers 
do not code both of these analyses, only the phoneme-based one. In this case the 
reason is that if one compares the frequency of errors that are unambiguously in 
one category versus the other, phoneme errors are much more frequent than fea-
ture errors.5 
 These two approaches will not cover all ambiguous errors, however. Most 
speech error researchers agree that a certain portion of a slip corpus (the over-
whelming majority, according to some) will have to indicate multiple possible 
analyses for a given slip. Above we noted, in the context of alternative target ut-
terances, some of the technical problems that arise: how do you search and count 
such errors properly? Specifically, what if a given slip is, say, a phoneme error 
on one analysis and a morpheme error on another analysis—when we ask our 
computer how many phoneme errors there are in the corpus, what answer do we 
want it to give us? The web-based version of UCLASEC currently under de-
velopment sidesteps the question by reporting an upper and a lower bound for 
all its counts. That is, it will tell us “There are certainly at least n of what you 
were searching for, and there could be as many as n+m, depending on how the 
ambiguous errors fall.”6 That may be the most neutral answer we can expect, but 
such ranges do not lend themselves well to subsequent calculations comparing 
numbers of different error types. 
 Beyond statistical challenges lies a harder question: how does one decide 
whether a particular error should be treated as ambiguous, and which and how 
many of its possible classifications should actually be listed in a coded corpus? 
Pre-specified decision criteria are not so useful here, because the researcher’s in-
tuition seems to be that the likelihood of a particular slip-causing scenario is not 
an absolute, but rather is relative to what the alternative possibilities are and how 
likely they are. That is, an analysis in a context with a much more plausible al-
ternative may not be coded for, but the very same analysis in a context where the 
only alternative is of similar likelihood will be. We may go pretty far in order to 
avoid having to say that we have no idea how an error arose. The whole discus-
sion presupposes that there is some way to assign (at least relative) probability 
to slip scenarios, but beyond the most basic cases it is not obvious that people 
are even aware of how their own intuitions arise. Moreover, researchers may dif-
fer on which slip scenarios even occur to them as possibilities, and it does not 
                                                             
5 Statistically speaking it would be more logical to assign the ambiguous errors to the two 
categories in the same proportions that are observed among the unambiguous errors. 
Practically speaking, however, this approach does not tell you what to do with each par-
ticular error as you come to code it, and it requires coding a suitably large sample of un-
ambiguous errors first. 
6 The intuitively correct lower bound is not simply the number of unambiguous errors of 
the searched-for type. Rather, it should also include ambiguous errors all of whose analy-
ses satisfy the search criteria. 
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seem likely that we can remedy this by the standard route of creating a checklist 
of all possible analyses to be considered—the combinatorics are too vast. 
 The conclusions from this discussion are the following: Slip Central 
should facilitate locating and understanding the contents of slip corpora but 
should not try to regulate what the contents should be. In the end, serious re-
searchers will end up reading through all the errors themselves anyway, devising 
coding schemes that suit their purpose at hand. 

3. Moving beyond existing corpora  

3.1 New spontaneous data? 
Is there any point in continuing to write down the slips we hear in everyday 
situations? Given what we know now, could we collect this kind of data in a 
way that would address some of problematic aspects? For example, does re-
quiring a corroborating observer, as Vicki Fromkin did (Fromkin 1973, p. 112), 
actually improve the overall reliability of the corpus or does it reduce the sample 
size in a potentially biased way? Could modern digital microrecording technol-
ogy provide a convenient way of implementing an early attempt to try to ensure 
that we keep a record of every slip we notice and to circumvent the inaccuracy 
of observer memory? The idea would be to keep a digital recorder running con-
tinuously during one’s daily activity; the recorder would retain the past minute’s 
worth (say) of audio and erase earlier material, but when the user presses a but-
ton it would copy the current one-minute segment to a longer-term memory for 
later analysis.7 

3.2 Slips transcribed from recordings 
Above we mentioned the pros and cons of collecting slips “exhaustively” by re-
peated listening to recorded speech. Given that some researchers are undertaking 
this resource-intensive task, would it not make sense to make this kind of data 
shareable too? Might this in fact be a higher priority than making corpora of 
spontaneously-observed slips available? Would it be important for the entire 
contents of the recording to be transcribed,8 or just the errors and their immedi-
ate context (and how much is “immediate”?)? Would it be important for the 
(audio or video) recordings themselves to be available in an archive along with 
the transcribed errors? One might want to track additional information about the 
recording as a whole in this kind of a slip collection, e.g. duration of speech and 
total number of words/syllables/etc. uttered by each of the speakers, speech rate 
within a given window surrounding the slip, and so on. 
                                                             
7 The original version of this procedure, probably due to Anne Cutler, employed tapes 
that would be swapped out of a continuously-running tape recorder as soon as an error 
was noticed. That is, each “used” tape would contain one slip, just before where the re-
cording stopped. 
8 This could make it possible to calculate base rates for (potential) error contexts that are 
much better tuned to the speaker, in contrast to current practice, which tends to have to 
rely on unrelated language samples. (E.g., one could count how many occurrences of 
each lexical category were produced and then calculate the slip rate within each one.) The 
trade-off as usual is a decrease in sample size. 
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 It was noted that there are already some corpora available that consist of 
recorded speech and a transcription thereof, and so perhaps we could take ad-
vantage of those and save ourselves a lot of effort. The question that arises is to 
what extent any slips that were produced on the recording may have been (con-
sciously or subconsciously) corrected by the transcriber, since finding slips was 
not their express purpose at the time. It would be terrific if we could persuade 
the people who are creating these transcripts to flag slips in some uniquely-
searchable way. 
 There was a little discussion of what kind of speech situations we should 
try to record, if finding slips is our primary goal. Suggestions included academic 
classroom lectures, which are typically unscripted but often contain complex 
sentence structures, low-frequency words, etc., and live TV/radio news reporting 
(“breaking news”), where reporters may have to describe unexpected events in 
real time as they unfold, but must also prevent “dead air” by continuing to talk 
even when there are no new events to describe. 

3.3 Other sources of slips 
There are by now a handful of different ways to elicit slips of the tongue in the 
laboratory, ranging from versions of the SLIP9 paradigm (Motley and Baars 
1976) and tongue-twisters (MacKay 1971; Shattuck-Hufnagel 1983) to much 
more open-ended techniques (e.g. Dollaghan et al. 1990). If the effort is made to 
develop a centralized system for accessing spontaneous slip data via the web, we 
ought to ask whether experimentally-elicited slips would be usefully stored in 
the same kind of system. Participants seemed to think this was worth exploring, 
given that even in such experiments the density of slips is not very high. At the 
same time, the limitations of these paradigms are felt by some people to be quite 
serious.10 Indeed, we were reminded that all of our empirical data are flawed in 
one way or another, so this by itself cannot justify throwing out one particular 
kind. The question should always be, “Does this method provide useful infor-
mation that cannot be obtained by other available methods?” The panel discus-
sion made explicit what was implicit in the rest of the workshop: many people 
still answer “Yes” with regard to speech error data, even if they admit to having 
                                                             
9 An acronym for Spoonerisms of Laboratory-Induced Predisposition. 
10 The field is clearly looking for new methods of slip elicitation that maximize the num-
ber of slips that occur while minimizing the artificiality of the task. At the panel, Schütze 
noted that there is a drug prescribed for migraine and depression that has the well-known 
side effect of disrupting one’s everyday speech, by reducing fluency and/or increasing er-
rors. It seems reasonable to assume that whatever this drug is doing is probably not 
changing the nature of people’s slips very much: for example, it is unlikely to be increas-
ing the relative proportion of stranding errors. 
 Schütze had off-handedly remarked to a doctor that it was too bad that medical re-
searchers studying migraineurs and people with depression were unlikely to be interested 
in supporting the relatively frivolous endeavors of psycholinguists. However, the doctor 
noted that this drug has proven to be so well-tolerated (except when it hinders your com-
munication) that it is now expressly prescribed for what was originally just one of its side 
effects, namely weight loss. Since there is an immense population of candidates for 
weight loss drugs, many of whom seem eager to try an impressive range of purported 
treatments, it might not be hard to find volunteers for a “Slip ‘n’ Slim” study. 
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themselves abandoned it for the particular research issue occupying them at the 
moment. 

3.4 Other kinds of production data 
Once the idea of a central web site for speech error data is firmly established, we 
should consider what else could usefully be put on such a site. An obvious sug-
gestion, again inspired by CHILDES, is a bibliography of research involving 
slips of the tongue. In fact, a modern electronic version of such a database, 
founded on Cutler’s (1982b) printed list, has been assembled at UCLA and cur-
rently contains almost 900 references. Obviously it will require the participation 
of the research community to keep it (reasonably) complete and up-to-date. 
 One might also consider whether other sorts of data collections might be 
useful to the same research audience as slips. The prime candidate would be tip-
of-the-tongue (TOT) data (for which a bibliographic database has also been 
gathered at UCLA, containing 160 references). Parallel to the situation with 
slips, one could assemble both spontaneous and elicited TOTs. Contrariwise, 
since the task for inducing the TOT state is quite standard (Brown and McNeill 
1966), it is not absurd to consider doing quantitative analysis on TOTs collected 
across multiple experiments in different labs. It would also seem much easier to 
establish consensus on what pieces of information should be stored in a TOT re-
cord, since again the research literature is fairly uniform in its dependent meas-
ures. Another major data source for language production are hesitation phenom-
ena, but these seem closer to slips than to TOTs in terms of the complexity of 
coding issues they raise. 
 As we add new methodological tools to our research arsenal, we should 
continually ask ourselves whether the resulting data could usefully be shared 
with others in the spirit of scientific cooperation. 
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